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Abstract

Previous research has recognized that weak institutions can hamper investments and alter patterns of trade. However, little is known about the impact of institutional quality on offshoring. This is surprising, given that offshoring has become an important part of many firms’ internationalization strategy. This study uses detailed Swedish firm-level data on production and trade in combination with a large set of institutional measures of the target economies to study the relationship between institutional quality and offshoring. The results suggest that weak institutions are negatively related to offshoring in general and to offshoring of R&D-intensive goods in particular. Furthermore, firms that are able to establish long-term contracts do so by starting small and successively deepening their engagements. These results are robust to a large number of econometric specifications and various measures of institutional quality.
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1. Introduction

Within the last two decades, the study of institutions has moved from a marginal topic to a vibrant area of economic research. The bulk of this research focuses on the relationship between institutions and economic growth, but the question of how institutions impact trade and foreign direct investment (FDI) is also receiving increased attention. For instance, the influence of institutions on international trade has recently been estimated to be even stronger, than the impact of tariffs (Chang (2010); Belloc (2004); Anderson and Marcoullier (2002); Márquez et al. (2010) and Levchenko (2007)).

One reason that institutions might have such a strong impact on trade is that international exchange does not occur anonymously or without personal interaction (Nunn, 2007). Before trade takes place, agents must first agree on a contract. Because perfectly designed contracts are often not feasible, agents are left with imperfect realizations, and the subsequent contract costs can be substantial. There are several mechanisms through which institutions can significantly reduce contract costs: they can reduce the risk of opportunistic behavior, enhance law enforcement, secure property rights, reduce corruption and clarify labor market regulations. Institutions can also influence the costs of monitoring and control. As noted by North (1991), good institutions may reduce the risk of defection of the other party and allow for more complex and efficient ways of organizing production and trade. Considering that contract costs can often determine whether a cross-border relationship will be established, institutions are of critical importance and can be considered as a source of comparative advantage.

Institutional quality not only affects the choice of country and traded volumes in a static way but also has dynamic effects. Search cost based models emphasize that institutional quality affects the dynamics of how the volume of trade will evolve. In countries with weak institutions, the average contract length is relatively shorter, and firms tend to start with small volumes that they successively increase as they develop a relationship with their contractual partner (Raush and Watson (2003); Aeberhardt et al. (2010) and Araujo and Mion (2011)).

In this paper, we analyze the relationship between institutions and offshoring. Offshoring gives rise to trade in intermediate inputs. Hence, inputs that were previously produced in-house are relocated to an agent in a different jurisdiction. Bearing in mind that international offshoring can involve the transfer of management control, institutional barriers

---

1 See e.g. Hakkala et al. (2008), North (1991) and Massini et al. (2010).
can have a strong effect on offshoring (see e.g., Antràs (2003); Antràs and Helpman (2004); Grossman and Helpman (2003; 2005); Chen et al. (2008) and Antràs and Helpman (2006)).

Despite the central role that institutions play in offshoring, empirical evidence documenting this role remains scarce. One exception is Niccolini (2007), who studies the impact of institutions on trade between US firms and their foreign affiliates (in-house offshoring). Using institutional data from Kaufman et al. (2005), Niccolini (2007) finds that weak institutions hamper trade in intermediate goods but that the impact that such institutions have on the final consumption of goods is less clear. Considering that contract costs are higher when negotiating with an external supplier than with an internal agent within the own corporation, these results are suggestive but may not fully capture the impact of cross-border and cross-firm contract costs.

One explanation for the lack of empirical evidence on the relationship between offshoring and institutions is the difficulty of measuring offshoring. However, a series of empirical papers analyzing institutions and total trade exist, many of which have been performed at the industry or country level. Examples include Anderson and Marcouiller (2002) and Ranjan and Lee (2007), who find that institutions affect bilateral trade flows. Focusing on differences in the legal system, Turrini and van Ypersele (2010) find that legal system differences have an impact on trade. Méon and Sekkat (2006) show that corruption, rule of law, government effectiveness and lack of political violence are positively correlated with manufactured goods export. Regarding the US, Depken and Sonara (2005) find that US exports are positively correlated with economic freedom in the rest of the world. Finally, focusing on dynamic effects, Aeberhardt et al. (2010) and Araujo and Mion (2011) find that better institutions can reduce hazard rates and affect the dynamic pattern of trade.

As indicated, the literature analyzing the relationship between institutions and international trade is growing, but several gaps remain. The present study adds to the literature on institutions and trade in several ways. First, by explicitly focusing on institutions and offshoring, we analyze a relationship that has so far received limited attention in the

---

2 In contrast with the literature on institutions and offshoring, the empirical literature on institutions and FDI is relatively large. Many of these studies use measures of perceived corruption to reflect institutional quality (see e.g. Mocan (2004); Abramo (2008); Dahlström and Johnson (2007) and Caetano and Calerio (2005)). Other studies on FDI and corruption/institutions include Habib and Zurawicki (2002), Egger and Winner (2006) and Hakkala et al. (2008), which all find corruption to be detrimental to FDI. Acknowledging that corruption can be seen as a general index of institutional quality, evidence suggests that weak institutions (e.g. those with a corrupt environment) hamper ingoing FDI.
empirical literature. Given the increased possibilities nowadays to vertically differentiate the production chain, this knowledge gap is surprising.

Second, most previous studies have focused on one or a few institutional variables such as rule of law, freedom to trade internationally or corruption. Although they are correlated, we show that the impact of different institutional variables can differ, leading to different conclusions depending on the measure of institutional quality being used. We argue that to deepen our current understanding of institutions, it is important to first consider the impact of a large number of institutional measures and then attempt to disentangle the differential impact of institutions. By analyzing 21 institutional variables collected from approximately 200 countries, we are able to take a closer look at this issue. Furthermore, we apply factor analysis to uncover the underlying structure of our large set of institutional variables.

Third, research on how the impact of institutions on offshoring differs across sectors is absent. To fill this gap, we analyze whether sensitivity to institutional quality differs with respect to the R&D intensity and to the contract intensity of offshored inputs. Studying the relationship between institutions and offshoring along these dimensions allows us to consider firm heterogeneity and sectoral differences.

Fourth, the question of how institutions affect the dynamics of offshoring has previously been unexplored. We therefore take a closer look at this issue and analyze (i) how the institutional quality of the target economy affects the selection and duration of contracts and (ii) how the volume of offshored inputs changes depending on whether the contractual partner is located in a country with well-developed or poorly developed institutions. We also provide a comparison of firms that continued offshoring with firms that did not and analyze whether there are systematic differences in the learning curve with respect to how sensitive they are to institutional quality.

Finally, our analysis is based on detailed firm level data combined with country data. These types of data are rare in the related literature. The data allow us to apply several econometric approaches, limiting the risk of the results being biased by the choice of econometric method used.

Our results, based on a large set of institutional measures, suggest a negative relationship between institutional quality and firm-level offshoring. We also present evidence
on sector and firm heterogeneity with regard to the impact of weak institutions. Regardless of
the econometric specifications used and type of institution analyzed, we find that R&D-
intensive firms are relatively sensitive to institutional quality in the target economies. In
contrast, no such relationship is observed for firms in industries with low R&D expenditures.
Similar results are found when we consider the R&D intensity of inputs.

Analyzing the dynamic effects, we find that offshoring agreements with
countries with weak institutions are of shorter duration and have smaller volumes than those
with countries that have well-functioning institutions. Furthermore, we find that that in long-
term relationships, the sensitivity to institutional quality decreases as firms develop a
relationship with their contracting partner. As a mirror process to this learning process, the
volume of offshore inputs increases relatively rapidly during the first years of the contract and
then levels out. Therefore, careful firms that begin small and learn how to handle foreign
institutions are often the most successful in terms of maintaining long-term relationships with
foreign suppliers.

The paper is organized as follows. Definitions and the theoretical link between
offshoring and institutions are presented in Section 2; our empirical approach is presented in
Section 3, along with a discussion of the key econometric considerations. Section 4 describes
the data and presents descriptive statistics. The results are presented in Section 5, and the
paper ends with concluding remarks in Section 6.

2. Offshoring and Institutions: Concepts and Theory

Outsourced offshoring of production gives rise to trade in intermediate inputs. Hence, inputs
that previously have been produced in-house can be relocated to external agents in foreign
jurisdictions. This is often described as “outsourced offshoring.”

Theoretical models typically focus on outsourced offshoring, whereas empirical investigations are often unable to
distinguish between in-house offshoring and outsourced offshoring, implying that the latter
often covers (total) offshoring, measured in terms of intermediate imports. In this paper, we
will follow the latter definition.

3 Offshoring or outsourcing to a foreign identity includes (i) outsourced offshoring (outsourcing to a foreign
external supplier) and (ii) in-house offshoring (FDI within the corporation).
When considering the concept of institutions, it is difficult to find a commonly accepted definition. One influential definition of institutions is formulated by Douglas North, who writes, “Institutions are the humanly devised constraints that structure political, economic and social interaction” (North (1991), p. 97). How informal norms and traditions impact the formulation of laws and regulations are discussed in Williamson (2000). He argues that subjective measures of institutional quality are influenced by culture, informal norms and values, factors that need to be considered when comparing scores given to different countries.

The time dimension also matters. In setting up a contract, both *ex ante* and *ex post* costs are involved. For instance, after a contract is signed, protecting intellectual property rights (IPR) and monitoring quality and deliverance become crucial, whereas before the contract is signed, fixed costs such as market access are more important. In most cases, institutions can influence both types of costs. This means that institutions can have both static and dynamic effects on entry and volumes.

In considering institutions and offshoring, one influential theoretical framework for analyzing firms’ choice whether to offshore or not is the Grossman-Hart-Moore (GHM) property rights model (see Hart and Moore (1990); Grossman, Sanford and Hart (1986) and Hart (1995)). In these models, the importance of ownership as a catalyst for trade to take place is analyzed in a world of incomplete contracts.

In the spirit of GHM, Antràs (2003) builds a property-rights model for outsourcing in which he demonstrates that it is relatively difficult to outsource capital-intensive inputs. Antràs and Helpman (2004) add a heterogeneous firm model setting in the spirit of Melitz (2003) and show that firms not only have to choose between producing in-house or outside the firm (outsourcing) but also must choose between producing at home or abroad. Grossman and Helpman (2003; 2005) show that a good contracting environment improves the probability of offshoring. Other papers in the field include Chen et al. (2008), who analyze the trade-off between FDI and offshoring, and Antràs and Helpman (2006), who discuss the nexus between the quality of contractual institutions and the choice between outsourced offshoring and integrated production. One conclusion of these papers is that better contracting institutions favor offshoring, often at the expense of FDI.

Finally, institutional quality also has a composition effect. One result from Grossman and Helpman (2002), Antras (2003) and Feenstra and Hanson (2005) is that sensitive tasks are not easily outsourced. The reason for this difficulty is that to ensure
important features of a specific transaction, the required contract necessarily becomes complex, time-consuming and expensive to formulate.

As described above, there are also dynamic effects to be considered. Search cost models emphasize that a reduction in search costs can facilitate trade (contract completion) and that well-functioning institutions can alleviate such frictions (see Raush and Watson (2003); Aeberhardt et al. (2010) and Araujo and Mion (2011)). An important implication of these models is that institutional quality affects not only the mode of entry and probability of contract completion but also how volumes evolve over time. In countries with weak institutions, the average contract will be relatively short, and foreign firms will begin with small volumes that are successively increased as they begin to know their contractual partner (De Groota et al. (2005); Rauch and Watson (2003); Araujo and Mion (2011) and Eaton et al. (2011)).

In sum, theoretical models suggest that (i) weak institutions are negatively related to offshoring, (ii) the sensitivity of offshoring to weak institutions varies across different types of firms, and (iii) the evolution of offshoring is affected by institutional quality. To empirically tackle issues in which different types of trade are involved, the gravity model of trade has proven to be a good point of departure. We therefore continue with a discussion of that model.

3. Empirical approach

We base our empirical analysis on the gravity model, which can explain trade remarkably well. In its elementary form, the gravity model can be expressed as:

\[ M_{ij} = T(r) \frac{Y_i Y_j}{d_{ij}^e} \]  

(1)

where \( M_{ij} \) represents imports to country \( i \) from country \( j \), \( Y_i Y_j \) is the joint economic mass of the two countries, \( d_{ij} \) is the distance between them and \( T(r) \) is a proportionality constant (Tinbergen (1962)). Theoretical support for the model was originally limited, but since the late 1970s, several theoretical developments have emerged. It is now well recognized that

\[ ^4 \text{Important contributors include Anderson (1979), who formally derived the gravity equation from a differentiated product model, and Bergstrand (1985, 1989), who derived the gravity model in a monopolistic competition setting.} \]
this model is consistent with several of the most common trade theories (Bergstrand (1989), Helpman and Krugman (1985), Deardorff (1998), and Baldwin and Taglioni (2006)).

In the following sections, we discuss two important issues in the empirical application of the gravity model, namely, the presence of fixed effects and how to address selection and zero trade flows.

3.1. Fixed effects

We begin with a discussion of fixed effects. Anderson and Van Wincoop (2003) apply a general equilibrium approach and demonstrate that the traditional specification of the gravity model suffers from an omitted variable bias. This shortcoming is because the model does not consider the effects that relative prices have on trade patterns. Anderson and Van Wincoop argue that a multilateral trade resistance term (MTR), in the form of importer and exporter fixed effects, would yield consistent parameter estimates. However, there is also a cost for using fixed effects because they eliminate time invariant information in the data. For example, geographical distance is time invariant and will therefore drop out from fixed-effects regressions. In addition, variables such as institutional quality exhibit little variation over time and will therefore be estimated with large standard errors when using only within variation. In our context, this is unfortunate because cross-sectional differences help us understand the relationship between institutional quality and offshoring.

A common way to handle fixed effects is to include various region-specific dummy variables, so that some fixed effects are controlled for while simultaneously keeping the key variables of the model in the estimations. Another approach to control for fixed effects and the impact of changing relative prices is a two-step approach suggested by Anderson and Van Wincoop (2003), in which MTR is solved for as a function of observables.

An alternative solution has been suggested by Plümper and Troeger (2007). They present the fixed-effects variance decomposition (FEVD) estimator as a way to handle time-invariant and slowly changing variables in a fixed-effects model framework. However,

---

5 The idea of the FEVD estimator is to extract the residuals from a fixed-effects model, construct a variable that captures unobserved heterogeneity and use this as a regressor, thereby controlling for fixed effects. This allows us to control for fixed effects and simultaneously use cross-sectional variation.
several researchers have recently questioned the FEVD model (Greene (2011a; 2011b) and Breusch et al. (2011a; 2011b)).

To determine how sensitive the results are to fixed effects, we estimate models with varying degrees of control for fixed effects. As a robustness test, we also apply the FEVD estimator to explore the influence of unobserved heterogeneity and fixed effects on the results.

3.2. Selection and zero trade flows

A second concern stems from the recognition that all firms are not equal. Some firms trade and some do not, and selection in trade is not random. More formally, Melitz (2003) and Chaney (2008) show how trade selection is affected by sunk costs and productivity. Because barriers to trade vary, both the volume of previously traded goods and the number of traded goods will change. Helpman, Melitz and Rubinstein (HMR) (2008) describe how changes in trade are related to changes in both the intensive and the extensive margins of trade and propose a way to handle the bias that will be induced if the margins are not controlled for. The HMR model can be expressed as a Heckman model and extended with a parameter controlling for the fraction of exporting firms (heterogeneity).

The unit of observation in our study is firm-country pairs; therefore, the data obviously contain many observations with zero trade. This means that if selection into offshoring is not random, failing to adjust for selection may lead to biased results. To account for zeros and selection, we elaborate with two types of models.

First, we apply the Heckman type of selection model including the HMR specification. For the exclusion restriction in the Heckman models, we use data on skill intensity and export intensity at the firm level. Testing for the exclusion restriction indicates that these variables are valid.

---

6 The criticism of the FEVD estimators is based on their asymptotic properties and bias, and suggests that they underestimate standard errors and that the FEVD model is a special case of the Hausman-Taylor IV procedure. In defense of the FEVD model, Plümper and Troeger (2011) emphasize the finite sample properties of the model and illustrate its advantages with an extensive set of Monte Carlo simulations. The issue is yet to be resolved, but the debate suggests that there are reasons to be cautious in the interpretation of results from the FEVD estimator.

7 Bernard and Jensen (2004) is an example in which skill intensity has been used to explain selection with respect to internationalization. The idea is that highly productive and skill-intensive firms are more
Second, we estimate different multiplicative count data models. When using multiplicative models, we do not have to perform a logarithmic transformation of the gravity model, implying that zeros are naturally included (see Santos, Silva and Tenreyo (2006)). Among the family of multiplicative models, several alternatives are possible. We base our final choice of model on the appropriate tests. A Vuong test comparing a zero-inflated negative binomial model (ZINB) with a negative binomial model supports the ZINB model. Likelihood-ratio tests comparing the ZINB model with the zero-inflated Poisson model strongly favor the ZINB model, and summary statistics of the offshoring variable show that its unconditional variance is much larger than its mean. This in turn suggests that the ZINB model is superior to the Poisson model. Two appealing features of the ZINB model are that it is less sensitive to heteroskedasticity than the Heckman model and that it does not rely on an exclusion restriction (Santos, Silva and Tenreyo (2006)).

3.3. Econometric modeling of institutional indices and factor analysis

Our analysis covers 21 measures of institutional quality. To add structure to the analysis, we divide the institutional variables into three sub-groups: (i) Politics, (ii) IPR and Rule of law, and (iii) Business freedom. In addition to these subgroups, we also construct a Total index that consists of all of the institutional variables. From this grouping, we create two types of indices measuring institutional quality. First, we normalize all institutional variables to range between 0 and 10, in which higher numbers indicate “better” institutions, and for each group we calculate the unweighted mean by measuring the annual average score that each country receives. This means that all of the measures of institutional quality receive the same weight. Definitions of the variables are available in the Appendix.

As a refinement to the unweighted mean values, we apply factor analysis to create institutional indices. We use factor analysis to combine information from our different institutional variables into a single variable (factor). Factor analysis allows us to keep track of internationalized than other firms. Similarly, exporters have overcome the internationalization barrier and are therefore more likely to engage in international offshoring.

8 The ZINB model gives rise to two types of estimations and then combines them. First, a logit model is estimated, predicting whether a certain observation belongs to the group of zero offshoring. Second, a negative binomial model is generated that predicts the probability of a count belonging to observations with non-zero offshoring flows.

how much each factor affects the total variation and of the contribution of each underlying variable. To select how many factors to use, we apply the Kaiser criteria to assess only factors with an eigenvalue equal to or greater than one. In our case, this implies one factor loading for IPR and Rule of law and Business freedom and two factor loadings for institutions covering Politics variables and the Total index. To obtain factors that are not correlated to each other (in the case of having more than one factor to summarize the variability), we apply an orthogonal rotation.\footnote{As a robustness check, we used the so-called oblique rotation (see Abdi (2003); Harman, 1976; Jennrich & Sampson, 1966; and Clarkson & Jennrich, 1988)). Results are not altered when applying this alternative rotation of the factors (results available on request).}

Next, we evaluate the relative importance of the different institutional variables for each factor. Information on the relative importance in terms of factor loading is displayed in Table 1. The table shows that for the Politics factors, the variables Democracy, Institutionalized Democracy and Combined Polity Score are most important for Factor 1, whereas Factor 2 is primarily defined by Government Efficiency, Regulatory quality and Political stability. For IPR and Rule of law, we observe that all variables related to IPR have approximately the same loadings. Regarding the factor capturing Business freedom the institutional variables Freedom to trade, Freedom of the world index and Access to sound money have relatively large factor loadings, whereas loadings stemming from Fiscal freedom are almost irrelevant, both for the Business freedom index and the Total index. Finally, the figures suggest that the factors absorb most of the variation of the underlying variables, with no proportion lower than 0.84 for the different groupings of institutions.\footnote{When using two factors, we sum the proportion from the ingoing factors.}

3.4. Relationship-specific interactions

As noted above, institutions can be considered as a factor of comparative advantage. Nunn (2007) builds on Raush (1999) and constructs a relation-specificity (RS) index that examines, for different types of goods, how common personal interaction between buyer and seller is in contract completion. Nunn shows that countries with well-developed institutions have a comparative advantage in goods that are intensive in buyer-seller interactions.

-Table 1 about here-
Several papers have studied how relationship-specific interactions and investments affect the various decisions of a firm. Given the close ties between offshoring, relationship-specific interactions and contractual completion, not controlling for relationship-specific interactions may lead to misleading results. We therefore follow Nunn and others and interact measures of a country’s institutional quality with the relationship-specificity index.

3.5. Other variables and model specification

Bergstrand (1989) discusses the relevance of including measures of income or factor prices in the gravity model. To control for income, Anderson and Van Wincoop (2003) include population because rich countries tend to use a greater share of their income on tradables and because for a given GDP, a larger population implies a lower per capita income. Considering the role played by factor prices in offshoring decisions, failing to include a measure that captures factor price differences may lead to an omitted variable bias. We therefore include population in our model. We also include an ownership variable that indicates whether a firm is a multinational enterprise (MNE). To account for firm-level gravity, we apply firm sales. Firm level productivity is measured using the Törnquist index. Finally, to control for trade resistance, in addition to distance and fixed effects, we include information on tariffs defined at the most disaggregated (product) level. Because of the hierarchical structure of the data, all estimations are performed with robust standard errors clustered by country.

Based on the above discussion of the empirical formulations of the gravity model, our analysis will be based on several econometric specifications. We will present results based on OLS, a ZINB model, a Heckman selection model, a Heckman-Melitz-Rubinstein model (HMR) and a Heckman FEVD model. With this as a background, a representative log-linear OLS model takes the following form:

\[
\ln(\text{Offshoring})_{ijt} = \alpha + \beta_1 \ln(Y_{ijt}) + \beta_2 \ln(q_{ijt}) + \beta_3 \ln(\text{Dist}_{ijt}) + \beta_4 [(\text{Inst})_{ijt} (\text{RS})_{ij}] + \beta_5 (\text{Tariff}_{ijt}) + \beta_6 \ln(\text{Pop}_{ijt}) + \beta_7 (\text{TFP}_{ijt}) + \beta_8 (\text{MNE}_{ijt}) + \sum_{r} \beta_r D_r + \gamma_t + \epsilon_{ijt} \tag{2}
\]

12 Examples include Altomonte and Békés (2010), analyzing trade and productivity; Casaburi and Gattai (2009), examining intangible assets; Ferguson and Formai (2011), analyzing trade, firm choice and contractual institutions; Bartel, Lach and Sicherman (2005), analyzing outsourcing and relationship-specific interactions; and Kukenova and Strieborny (2009), analyzing finance and relationship-specific investments.

13 For further discussion, see Greenaway et al. (2008) and the references therein.
In the equation, \( \text{Offshoring}_{it} \) refers to the imports of offshored material inputs by firm \( i \) from country \( j \) at time \( t \), \( Y \) is the GDP of the target economy, \( q \) is firm size measured as total sales, \( \text{Dist} \) is the geographical distance, \( \text{Inst.} \) is our measure of institutional quality, \( \text{RS} \) is the relations-specific index, \( \text{Tariffs} \) is the trade-weighted tariff barrier, \( \text{Pop} \) is population, \( \text{TFP} \) is firm productivity, \( \text{MNE} \) is a dummy variable for multinational firms, \( D_r \) is a set of regional/country dummies, \( \gamma_t \) is period dummies and \( \epsilon \) is the error term.

4. Data, variables and descriptive statistics

**Firm-level data**

The firm-level data originate from several register-based data sets from Statistics Sweden that cover the entire private sector. First, the financial statistics (FS) contain detailed firm-level information on all Swedish firms in the private sector. Examples of included variables are value added, capital stock (book value), number of employees, total wages, ownership status, profits, sales and industry affiliation.

Second, the Regional Labor Market Statistics (RAMS) includes data on all firms. The RAMS also adds firm information on the composition of the labor force with respect to educational level and demographics.\(^{14}\)

Finally, firm level data on offshoring originate from the Swedish Foreign Trade Statistics, collected by Statistics Sweden and available at the firm level and by country of origin from 1997 to 2005. Data on imports from outside the EU consist of all trade transactions. Trade data for EU countries are available for all firms with a yearly import above 1.5 million SEK. According to the figures from Statistics Sweden, the data incorporate 92 percent of the total trade within the EU. Material imports are defined at the five-digit level according to NACE Rev 1.1 and grouped into major industrial groups (MIGs).\(^{15}\) The MIG code classifies imports according to their intended use. In this analysis, we use the MIG definition of intermediate and consumption inputs as our offshoring variable.

\(^{14}\) The plant level data are aggregated at the firm level.

\(^{15}\) MIG is a European Community classification of products: Major Industrial Groupings (NACE rev1 aggregates).
All firm level data sets are matched by unique identification codes. To make the sample of firms consistent across the time period, we restrict our analysis to firms in the manufacturing sector with at least 50 employees.

*Data on country characteristics*

GDP and population are collected from the World Bank database. GDP data are in constant 2000 USD prices. Data on distance are based on the CEPII distance measure, which is a weighted measure that takes into account internal distances and population dispersion. Finally, tariff data are obtained from the UNCTAD/TRAINS database. Detailed information on these variables is presented in the Appendix. Given that there are different timeframes for the different data sets, we limit our analysis to the period from 1997 to 2005.

*Institutional data*

Measuring institutional characteristics and addressing the problems associated with capturing the quality of institutions are challenging. There are reasons to believe that several institutional variables are measured with error, which can influence results. Another issue is that many institutional variables are correlated with each other, making it difficult to estimate regressions that include many different institutions. Finally, the coverage across countries and over time differs widely among institutional variables. This could make results sensitive to the choice of variables. We tackle these potential problems by (i) using data on a large number of institutional variables and from many different data sources and (ii) using unweighted (country averages) and weighted (factor analysis based) indices.

Institutional data are drawn from several different sources, which include the World Bank database, Freedom House, the Polity IV database, the Fraser Institute and the Heritage Foundation. We divide institutions into three main groups: *Politics, IPR and Rule of law* and *Business freedom*. Detailed information on the institutional variables used in our study is available in the Appendix.

---

16 More information on CEPII’s distance measure is found in Mayer and Zignago (2006).
17 Detailed information on institutional data can be found at the Quality of Government Institute (http://www.qog.pol.gu.se/).
The data from the Fraser Institute consist of variables associated with economic and business freedom.¹⁸

The Freedom House provided us with data on institutional characteristics covering a wide range of indicators of political freedom. These include broad categories of political rights and civil liberties.

Data from the Polity IV database consist of variables that measure concepts such as institutionalized democracy and autocracy, polity fragmentation, regulation of participation, and executive constraints.

Variables related to economic freedom are provided by the Heritage Foundation. The Heritage Foundation measures economic freedom according to ten components cores, which are then averaged to obtain an overall economic freedom score for each country.

Finally, we consider the Worldwide Governance Indicators (WGI) developed by Kaufman et al. (1999) and supplied by the World Bank. WGI contain information on six measures of institutional quality: corruption, political stability, voice and accountability, government effectiveness, rule of law, and regulatory quality. Because of limited coverage across countries and over time, not all available measures are retained. This constrains our analysis to the period from 1997 to 2005, for which we assess 21 institutional variables. Definitions for all of the variables are available in the Appendix.

5. Results

5.1. Which institutions matter?

Table 2 presents the basic results for the impact of a large number of institutional variables. To obtain an overview of the individual impact for each institutional variable, we start by showing results when they are included one by one in separate regressions. The institutional variables are divided into three main groups: Politics, IPR and Rule of Law and Economic Freedom.

¹⁸ Included variables from the Fraser Institute in our analysis are Legal structure and Security of property rights, Freedom to trade internationally and Access to sound money.
In Table 2, each column corresponds to a specific econometric specification. The first three columns present OLS results with different fixed effects. Column 4 shows results from using a zero-inflated negative binomial model (ZINB), columns 5-6 show results from the Heckman selection model, column 7 shows results from the Heckman-Melitz-Rubinstein model (HMR), and column 8 shows results from the FEVD model. Control variables in the gravity equations (not shown) are Distance, GDP, Population, Tariffs, MNE status, Firm size, and Firm TFP. All estimations include industry dummies at the 2-digit level and year fixed effects.

Starting with the OLS specifications, we first observe that the political variables are positively and significantly related to the level of firm offshoring. Studying the specifications with region or country fixed effects (columns 1 and 2), the estimated coefficients show that a one-point increase in the political indices is associated with an increase in offshoring in the range of 7 to 16 percent. Despite differences in how the institutions are measured, the estimated coefficients are remarkably similar, with a point estimated close to 10 percent. Comparing the politics variables, we see that Regulatory quality, Government effectiveness and Political stability have the highest impact on offshoring. The highly positive impact of these politics variables on a firm’s offshoring decision is consistent with previous theories that have stressed the importance of good and stable institutions on contract enforcements. This is especially true in our setup because the right-hand-side institutional variables interacted with the Nunn (2007) industry-specific measure of the proportion of intermediate goods that are relationship specific. It is worth noting that the strongest association with offshoring is found for Regulatory quality, a variable that captures measures of market-unfriendly policies as well as excessive regulations in foreign trade and business development. These factors are of critical importance when making decisions about contracts with foreign suppliers.

Similar results apply to our estimations on institutions capturing IPR and Rule of law. The three different variables in this group are all positively and significantly related to the amount of firm offshoring. Again, independent of which variable we examine, the quantitative effects remain remarkably similar across the different measures of IPR and Rule of law.
Our final group of institutional characteristics captures the different aspects of economic and business freedom. A positive and in most cases significant effect are found for the different business freedom variables. The highest point estimates are obtained for the variables that capture business and investment freedom.

Results found in the first two columns (with regional and country fixed-effects, respectively) are similar. This suggests similar variation across countries within the 22 regions. Given these results, the complexity of the models presented later in this paper, and the large dataset size (>1.5 million observations), we use a 22-region fixed-effects approach in the following estimations. Column 3 presents the OLS results based on firm-country fixed effects. Again, all institutional variables are positively related to offshoring. One difference is the higher standard errors, which imply a lack of significance in many cases. One drawback with this specification is that it relies only on within-firm variation, which in our case is highly restrictive (see Table A1 for figures on within- and between-firm variation).

Based on the discussion in Section 2, we continue in the subsequent columns with a set of econometric specifications that take into account several problems in estimating gravity equations. Our first challenge is to address the large number of zero offshoring observations. Of a total of approximately 1.6 million firm-country-year observations, approximately 123,000 observations have positive trade flows. To handle this, we start by using a multiplicative model that does not require a logarithmic transformation of the gravity model (see, e.g., Santos Silva and Tenreyo (2006)). Column 4 presents the results derived from using a ZINB model with regional fixed effects.

Starting with our politics variables, we see that the point estimates using ZINB are lower compared with our different OLS specifications. This result is similar to that reported in Burger et al. (2009), who analyzed different Poisson models in the case of excess zero trade flows. The largest difference between applying the zero-inflated negative binomial model compared with OLS is in the results for the business freedom variables. There is a lack of statistical significance for several of these variables.

In columns 5 and 6, we apply a Heckman selection model. As with the ZINB model, firm export ratio and the share of workers with tertiary education are used as exclusion restrictions. Comparing the results from the Heckman selection model in column 6 with the corresponding OLS results in column 1 reveals clear similarities. The quantitative effects are somewhat larger when selection is taken into account. For instance, a one-point increase in
political stability and government effectiveness is associated with an increase in firm offshoring of approximately 19 percent.

We continue in column 7 with results from estimating a HMR model. The HMR model is estimated as a Heckman model augmented by a term that captures firm heterogeneity (see Section 3). Adding the firm heterogeneity term to the Heckman selection model leads to somewhat larger point estimates than with the standard Heckman model (comparing columns 7 and 6). The qualitative message is the same: there is a positive relationship between the quality of institutions and offshoring.

The final column in Table 2 shows the results from an FEVD model that controls for unit fixed effects. An advantage with this model is that time-invariant and slowly changing time-varying variables in a fixed-effects framework can be included. We apply the FEVD model to see whether controlling for fixed effects alters the results compared with using the 22-region dummies. The results from the FEVD are similar to those obtained from the Heckman selection and HMR models, suggesting that even though estimations with regional fixed effects do not absorb all fixed effects, the observed results are not affected.

5.2. Unweighted institutional indices

To compare and investigate the importance of Politics, IPR and Rule of law and Business freedom and all of the institutional variables taken together, we continue in Tables 3 and 4 with summary indices of the institutional variables presented in Table 2. This enables us to determine which group of institutional variables is most important in firms’ decisions to outsource production. The use of summary indices also makes us less dependent on individual institutional variables, in terms of both what they measure and the risk of possible measurement errors. In Table 3, we use unweighted means of the institutional variables presented in Table 2.\(^{19}\) We then continue with factor analysis. The results based on factor analysis are presented in Table 4.

\(^{19}\) The range of all institutional variables is normalized to 0-10, such that a high number indicates good institution.
Starting with the unweighted index of political variables, we observe that all of the models show a positive and significant relationship between the quality of different political and government variables and offshoring. There is some variation in the quantitative effects. The ZINB models generally result in lower point estimates. Based on the Heckman selection model shown in column 5, a one-point increase in the index of politics variables is associated with a 15 percent increase in the level of offshoring. How does this effect relate to the impact of IPR and Rule of Law and Business freedom? Results for these two groups of institutional quality show a somewhat larger effect based on the two Heckman models. The largest effect is found for the index that captures different business characteristics in the countries from which the firms outsource production. This is consistent with the motives for offshoring in which a country’s business climate might be more important than variables of politics/government effectiveness.

Table 3 also shows the gravity equation and control variables. The standard gravity variables have the expected signs and are statistically significant. Based on the Heckman model, we see that the level of offshoring is negatively related to the geographical distance. A 1 percent increase in geographical distance leads to a decrease in offshoring of approximately 1.8 percent. GDP and population both have positive signs.²⁰

5.3. Factor analysis

We continue in Table 4 with our results based on factor analysis. Results based on factor analysis are qualitatively similar to the results obtained for unweighted indices in Table 3.

- Table 4 about here -

²⁰ As discussed in Burger et al. (2009) and shown in Anderson and Van Wincoop (2003), one problem with the standard gravity model specifications is the impact of omitted variable bias. This bias arises from not taking into account relative prices. Not considering so-called multilateral trade resistance can lead to biased results. Our response to this is to use detailed data on tariffs and a set of dummy variables. The tariff variable has the expected sign and is negative and significant in our Heckman specification. The estimated elasticities range between -1.7 and -3.1.
Starting with our two types of Heckman models, we see that estimated coefficients for both factors capturing our politics variables are positive and significant. The point estimates for Factor 2 are higher than for Factor 1 (0.90 vs. 0.23). As seen in Table 1, political Factor 1 explains a larger share of total variation than does political Factor 2. As described in Section 3, Factor 2 is primarily defined by Government efficiency, Regulatory quality and Political stability. These are the same variables that, according to the results in Table 2, have the strongest relationship with offshoring. In contrast, the variables Democracy, Institutionalized democracy and Combined Polity score are most important for Factor 1. These all have somewhat lower point estimates individually, as shown in Table 2.

Continuing with the factors for IPR and Rule of Law and Business freedom, Table 4 also presents positive and significant effects for these institutional areas. The same is found for our combined total factors, which consist of all underlying institutional variables. In summary, the results shown in Table 4 confirm what we found in the earlier regression tables, namely, a positive and robust relationship between institutions and offshoring. However, once again, the exact quantitative effects seem to vary somewhat across specifications and between institutional areas. Finally, Table 4 also shows evidence of a weaker relationship when a zero-inflated negative binomial model is estimated (see columns 1-4). This applies to both the magnitude of effects and the statistical significance.

5.4. Offshoring and R&D

We continue to study which types of firms and inputs are most strongly affected by institutional characteristics in countries from which offshoring is conducted. We do this by using firm-level data on R&D expenditures. Our hypothesis is that R&D-intensive firms and inputs are relatively sensitive to institutional shortcomings.

It is known that R&D-intensive firms are typically seen as dependent on innovation and technology and that both production and innovation often involve tasks that are performed internally and with external partners. This implies that offshoring may include sensitive information and firm-specific technologies. Although such arrangements can reduce

---

21 Observing the combined total index, Factor 1 has the largest point estimates, captures most of the total variation in the total set of institutional variables and IPR plays a central role for the loadings in Factor 1 while loadings for Factor 2 are concentrated to a few political variables. One interpretation is that IPR and market conditions are more important in influencing offshoring than political freedom and human rights.
costs, there is also a risk that firms will suffer from technology leakage.\textsuperscript{22} Hence, for R&D-intensive firms and for firms that offshore R&D-intensive production, contract completion is crucial. Our hypothesis is therefore that high-technology firms and firms with R&D-intensive goods are expected to be relatively reluctant to offshore activities to countries with weak institutions and a reputation for not respecting IPR. We analyze this in Tables 5 and 6, where we present results related to how institutional quality in the target economies varies with respect to the R&D intensity of the offshoring firm and R&D content in the offshored material inputs. Table 5 focuses on the R&D intensity of the firms. Table 6, in contrast, focuses on the R&D intensity of the offshored material inputs.

To study the impact of the degree of R&D in production, we classify firms into two groups according to R&D intensity. Low R&D refers to firms in industries with R&D intensity below the median, whereas high R&D refers to firms in industries with R&D intensity above the median. Table 5 shows separate regressions for the two groups on different institutional areas and on different indices (unweighted and weighted based on factor analysis).

The results are clear. Regardless of econometric specification and type of institution studied, we find that firms in R&D-intensive industries are more sensitive to weak institutions than are firms in other industries. For firms in R&D-intensive industries, a strong relationship is found between institutional quality and offshoring. In contrast, no such relationship is observed for firms in industries with low R&D expenditures.\textsuperscript{23} Considering that all institutional variables are interacted with the Nunn measure of intensity of relationship-specific industry interactions, these results imply that the sensitivity of firm production in terms of R&D expenditure has implications for how institutional quality affects a firm’s choice of outsourcing location.

\textsuperscript{22} See, e.g. Adams (2005).
\textsuperscript{23} We have also estimated models in which the institutional variables are interacted with R&D expenditures. The qualitative results remain the same.
Starting with our Heckman specifications, Table 5 demonstrates that the quantitative effects for the high R&D firms are of similar magnitude to the corresponding figures in Tables 3 and 4, in which the latter are estimated for all firms. For the ZINB estimations in column 1, there is a clear pattern of higher estimates in the high R&D group compared with the pooled estimates shown in Tables 3 and 4. Again, no effects of institutional characteristics are found among firms in low R&D industries.

Next, we analyze how the R&D-intensity of the inputs is related to institutional characteristics. The results are presented in Table 6.

- Table 6 about here -

In Table 6, low and high R&D levels refer to the R&D intensity of the offshored material inputs. Therefore, these regressions are based on observations with positive offshoring flows only. That is, we now have no observations with zero trade and no selection into offshoring to account for. We therefore present estimates based on OLS, negative binomial and FEVD estimations.

Again, results show clear differences between the two groups. A highly significant and positive effect of institutional quality is found for firms with higher than median R&D content in their offshoring. For the low R&D offshoring firms, no relationship between institution and offshoring is found.

In summary, the results shown in Tables 5 and 6 clearly indicate that R&D intensity and the sensitivity of both production and offshoring content are related to the importance of institutions in terms of offshoring activities.

5.5. The dynamics of offshoring and institutions

We first address the issue of the dynamic effects of institutional quality on offshoring by observing some descriptive statistics. Table 7 presents figures on the average volume of offshoring divided by contract length and institutional quality.
Although the average volume of offshore inputs is nearly four times larger for trade with countries with strong institutions than for those with weak institutions (450 vs. 124), Table 7 shows no overwhelming evidence of a difference in volumes between countries with strong or weak institutions for a given contract length. Instead, the differences in average volumes are driven by the distribution of contract duration. Large volumes are associated with long-term contracts, as shown in Figure 1, and long-term contracts are more common in trade with countries with strong institutions.

The relation between institutional quality and contract duration can be further investigated by estimating regression equations according to contract length. To save space, we focus on the results from the Heckman models. The results from regressions, separated by contract length, are found in Table A2 and depicted in Figure 2.

Figure 2 reveals two interesting patterns. From the selection equation, we note that the sensitivity of weak institutions increases with contract length. That is, firms’ that in their decision to engage in offshoring from a specific country are sensitive to weak institutions are also the ones that are able to uphold a long-term relationship. Figures from the volume equation show a slightly different pattern. In this case, results tend to indicate an inverse U-shaped pattern with a low institutional sensitivity for long and short contracts.24

---

24 Figure 2 depicts the results from the total factors. Similar patterns are found for the area-specific factors (IPR, Business and Politics).
As discussed above, one interesting feature of the search cost based models is their predictions about the dynamics of trade. The main prediction is that trade with countries with weak institutions will be characterized by short-term contracts with relatively small initial volumes. However, as time goes by, the trading partners will learn to know each other, and these volumes will subsequently increase. Hence, institutional learning will feed into the volume of offshored inputs. Increases in volume are expected to be especially strong with partners in countries with weak institutions (Aeberhardt et al. (2010) and Araujo and Mion (2011)). In Table A3, we therefore focus on relatively long-term contracts (at least 6-8 years of offshoring). Our models allow for volume shifts in period-specific offshoring and over-time variation in the sensitivity to institutional quality. The regression results are found in Table A3 and depicted in Figure 3A-3B.

-Figures 3A-3B about here-

Figure 3A depicts the period dummy coefficients for firms that have offshored for at least 6 to 8 consecutive years, allowing for an analysis of the prediction that firms start small and successively increase their volume as they develop relationships with their contract partners. This upward-sloping trend supports the hypothesis of increasing volumes. According to Figure 3A, trade flows increase relatively rapidly during the first four years of a relationship and level out thereafter.

Figure 3B shows that as volumes increase, the sensitivity of volumes for weak institutions tends to decrease. This can be put in relation to results in Figure 2 where we observed a bell-shaped trajectory of volume sensitivity with respect to contract length. One interpretation of these results is that firms that do not take into account institutional quality will be overrepresented in the group of short contracts. Long-term contracts, in contrast, will consist of firms that are more sensitive to weak institutions but that, as time goes by, learn how to handle foreign institutions and become less sensitive to weak institutions. This type of process allows for the observed hump-shaped pattern depicted in the left-hand panel of Figure 2. Breaking down the analysis to different sub-indices reveals similar patterns.
5. Summary and Conclusions

Previous research on institutions has recognized that weak institutions can distort markets, hamper investments and alter patterns of trade and investment. However, little is known about the impact of institutional quality in target economies on offshoring. Given the importance of offshoring in a firm’s internationalization strategy, the lack of knowledge in this area is unfortunate. Offshoring is an activity in which firm-specific and sensitive information must occasionally be shared with an external agent in another jurisdiction. It is therefore plausible to assume that institutional barriers can have a strong impact on offshoring.

Using detailed Swedish firm-level data combined with country characteristics, we analyze how a wide set of institutional characteristics in target economies affects offshoring by Swedish firms. Our results, based on a large set of institutional measures, indicate a positive relationship between institutional quality and firm-level offshoring. Institutional strength therefore strongly influences both the destination country and the volume of offshored material inputs.

We also present evidence on sector and firm heterogeneity with regard to the impact of institutional quality. Specifically, as is well known, R&D-intensive firms are dependent on innovation and technology such that R&D can be either performed in-house or outsourced. Although outsourcing arrangements may reduce costs, they come with the risk of technology leakage. We have therefore analyzed whether R&D-intensive firms and firms that offshore R&D-intensive goods are more sensitive to weak institutions than other firms. The results are clear. Regardless of the econometric specification used and the type of institution analyzed, we find a strong relationship between institutional quality and offshoring for firms with high R&D intensity. In contrast, no such relationship is observed for firms in industries with low R&D intensity. We also show that contractual intensity of the offshored input is of significance for the results.

Search cost based theories suggest that institutions not only have volume and selection effects but also that trade dynamics are affected. We find that the average trade flow in countries with weak institutions is shorter and of smaller volume than the corresponding flows in countries with well-developed institutions. Our results indicate that the flows of offshore inputs increase relatively rapidly during the first years of offshoring and level out thereafter. The sensitivity of institutional quality also decreases as firms become comfortable with the local markets and partners.
A final interesting finding is that firms that are relatively sensitive to weak institutions dominate long-term relationships. Firms that are most successful in maintaining long-term relationships with foreign suppliers are careful, start small and are able to learn how to handle foreign institutions. Therefore, the overall conclusion of this study is that the institutional characteristics of target economies can in many ways act as a deterrent to offshoring.
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## Appendix

Table 1. Factor determinants: Rotated factor loadings (orthogonal rotation): Top factors in bold style, bottom factors in cursive.

<table>
<thead>
<tr>
<th>Factor Determinant:</th>
<th>Factor 1 Politics</th>
<th>Factor 2 Politics</th>
<th>Factor IPR/Law</th>
<th>Factor Business</th>
<th>Factor 1 Total</th>
<th>Factor 2 Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Politics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political stability (WB)</td>
<td>0.27</td>
<td>0.74</td>
<td></td>
<td>0.70</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Government efficiency (WB)</td>
<td>0.35</td>
<td><strong>0.90</strong></td>
<td></td>
<td><strong>0.85</strong></td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>Regulatory quality (WB)</td>
<td>0.44</td>
<td><strong>0.84</strong></td>
<td></td>
<td><strong>0.87</strong></td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>Civil liberties (FH)</td>
<td>0.81</td>
<td>0.51</td>
<td></td>
<td>0.45</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>Democracy (FH)</td>
<td><strong>0.94</strong></td>
<td>0.34</td>
<td></td>
<td>0.28</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Political rights (FH)</td>
<td>0.89</td>
<td>0.41</td>
<td></td>
<td>0.35</td>
<td><strong>0.91</strong></td>
<td></td>
</tr>
<tr>
<td>Institutionalized democracy (IV)</td>
<td><strong>0.92</strong></td>
<td>0.33</td>
<td>0.25</td>
<td><strong>0.94</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined polity score (IV)</td>
<td><strong>0.97</strong></td>
<td>0.21</td>
<td></td>
<td>0.14</td>
<td><strong>0.97</strong></td>
<td></td>
</tr>
<tr>
<td><strong>IPR/Law</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legal structure, property rights (FI)</td>
<td>0.94</td>
<td></td>
<td><strong>0.85</strong></td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Property rights (HF)</td>
<td>0.92</td>
<td><strong>0.85</strong></td>
<td></td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rule of Law (WB)</td>
<td><strong>0.95</strong></td>
<td><strong>0.86</strong></td>
<td></td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Business</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freedom to trade internationally (FI)</td>
<td><strong>0.82</strong></td>
<td></td>
<td>0.76</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freedom of the world index (FI)</td>
<td><strong>0.78</strong></td>
<td></td>
<td><strong>0.90</strong></td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reg of credit, labor and business (FI)</td>
<td>0.53</td>
<td></td>
<td>0.80</td>
<td><strong>0.19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Access to sound money (FI)</td>
<td><strong>0.78</strong></td>
<td></td>
<td>0.72</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Freedom (FI)</td>
<td>0.23</td>
<td>0.70</td>
<td></td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Economic freedom index</strong></td>
<td>0.57</td>
<td><strong>0.89</strong></td>
<td></td>
<td>0.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Financial Freedom (HF)</td>
<td>0.53</td>
<td>0.65</td>
<td></td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiscal freedom (HF)</td>
<td>-0.03</td>
<td>-0.06</td>
<td></td>
<td>-0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment freedom (HF)</td>
<td>0.62</td>
<td>0.58</td>
<td></td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freedom to trade (HF)</td>
<td>0.54</td>
<td>0.53</td>
<td></td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proportion</strong></td>
<td>0.85</td>
<td>0.13</td>
<td>1.04</td>
<td>0.84</td>
<td>0.71</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Notes: Institutional data are collected from several different sources: the World Bank database (WB), the Freedom House (FH), the Polity IV database (IV), the Fraser Institute (FI) and the Heritage Foundation (HF). Proportion measure the proportion of variance accounted for by the factor.
Table 2. Offshoring and Institutions: Institutional variables included one-by-one. 1997-2005

<table>
<thead>
<tr>
<th>Political stability</th>
<th>0.1240</th>
<th>0.1185</th>
<th>0.1049</th>
<th>0.0765</th>
<th>0.1097</th>
<th>0.1903</th>
<th>0.4068</th>
<th>0.2751</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.0270)**</td>
<td>(0.0283)**</td>
<td>(0.0603)*</td>
<td>(0.0301)**</td>
<td>(0.0120)**</td>
<td>(0.0318)**</td>
<td>(0.0427)**</td>
<td>(0.0099)**</td>
</tr>
<tr>
<td>Government Eff.</td>
<td>0.1183</td>
<td>0.1048</td>
<td>0.1157</td>
<td>0.1920</td>
<td>0.1196</td>
<td>0.1891</td>
<td>0.4175</td>
<td>0.2793</td>
</tr>
<tr>
<td></td>
<td>(0.0303)**</td>
<td>(0.0244)**</td>
<td>(0.0450)**</td>
<td>(0.1276)**</td>
<td>(0.0106)**</td>
<td>(0.0310)**</td>
<td>(0.0418)**</td>
<td>(0.0052)**</td>
</tr>
<tr>
<td>Reg. quality</td>
<td>0.1587</td>
<td>0.1143</td>
<td>0.2337</td>
<td>0.6568</td>
<td>0.1175</td>
<td>0.2282</td>
<td>0.4556</td>
<td>0.3167</td>
</tr>
<tr>
<td></td>
<td>(0.0303)**</td>
<td>(0.0261)**</td>
<td>(0.0554)**</td>
<td>(0.0335)**</td>
<td>(0.0363)**</td>
<td>(0.0363)**</td>
<td>(0.0436)**</td>
<td>(0.0055)**</td>
</tr>
<tr>
<td>Civil Liberties</td>
<td>0.0980</td>
<td>0.0975</td>
<td>0.0693</td>
<td>0.0546</td>
<td>0.0581</td>
<td>0.1362</td>
<td>0.2632</td>
<td>0.1795</td>
</tr>
<tr>
<td></td>
<td>(0.0238)**</td>
<td>(0.0226)**</td>
<td>(0.0451)**</td>
<td>(0.0272)**</td>
<td>(0.0181)**</td>
<td>(0.1685)**</td>
<td>(0.0311)**</td>
<td>(0.0077)**</td>
</tr>
<tr>
<td>Democracy</td>
<td>0.0845</td>
<td>0.0875</td>
<td>0.0422</td>
<td>0.0584</td>
<td>0.0391</td>
<td>0.1111</td>
<td>0.2012</td>
<td>0.1455</td>
</tr>
<tr>
<td></td>
<td>(0.0240)***</td>
<td>(0.0203)**</td>
<td>(0.0402)**</td>
<td>(0.0259)**</td>
<td>(0.0214)**</td>
<td>(0.0298)**</td>
<td>(0.0255)**</td>
<td>(0.0034)**</td>
</tr>
<tr>
<td>Political rights</td>
<td>0.0859</td>
<td>0.0901</td>
<td>0.0535</td>
<td>0.0565</td>
<td>0.0325</td>
<td>0.1080</td>
<td>0.1831</td>
<td>0.1376</td>
</tr>
<tr>
<td></td>
<td>(0.0252)**</td>
<td>(0.0203)**</td>
<td>(0.0408)**</td>
<td>(0.0249)**</td>
<td>(0.0210)**</td>
<td>(0.0305)**</td>
<td>(0.0256)**</td>
<td>(0.0033)**</td>
</tr>
<tr>
<td>Institutionalized democracy</td>
<td>0.0733</td>
<td>0.0820</td>
<td>0.0286</td>
<td>0.0539</td>
<td>0.0262</td>
<td>0.0921</td>
<td>0.1569</td>
<td>0.1180</td>
</tr>
<tr>
<td></td>
<td>(0.0241)**</td>
<td>(0.0203)**</td>
<td>(0.0348)**</td>
<td>(0.0242)**</td>
<td>(0.0208)**</td>
<td>(0.0303)**</td>
<td>(0.0226)**</td>
<td>(0.0036)**</td>
</tr>
<tr>
<td>Combined Polity Score</td>
<td>0.0727</td>
<td>0.0781</td>
<td>0.0172</td>
<td>0.0577</td>
<td>0.0309</td>
<td>0.0943</td>
<td>0.1679</td>
<td>0.1232</td>
</tr>
<tr>
<td></td>
<td>(0.0234)**</td>
<td>(0.0199)**</td>
<td>(0.0350)**</td>
<td>(0.0249)**</td>
<td>(0.0212)**</td>
<td>(0.0287)**</td>
<td>(0.0228)**</td>
<td>(0.0030)**</td>
</tr>
</tbody>
</table>

**Political variables**

<table>
<thead>
<tr>
<th>Freedom to trade</th>
<th>0.1424</th>
<th>0.1001</th>
<th>0.2112</th>
<th>0.0584</th>
<th>0.1091</th>
<th>0.2071</th>
<th>0.4190</th>
<th>0.2908</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freedom of the world index</td>
<td>0.1303</td>
<td>0.1227</td>
<td>0.1553</td>
<td>0.0543</td>
<td>0.1287</td>
<td>0.2070</td>
<td>0.4594</td>
<td>0.3067</td>
</tr>
<tr>
<td>Reg. of credit and business</td>
<td>0.1173</td>
<td>0.1300</td>
<td>0.0671</td>
<td>0.0457</td>
<td>0.1357</td>
<td>0.2000</td>
<td>0.4746</td>
<td>0.2999</td>
</tr>
<tr>
<td>Access to sound money</td>
<td>0.1289</td>
<td>0.1072</td>
<td>0.1893</td>
<td>0.0455</td>
<td>0.0987</td>
<td>0.1877</td>
<td>0.3810</td>
<td>0.2616</td>
</tr>
<tr>
<td>Business Freeman</td>
<td>0.1496</td>
<td>0.1030</td>
<td>0.1302</td>
<td>0.0451</td>
<td>0.0975</td>
<td>0.2064</td>
<td>0.3929</td>
<td>0.2076</td>
</tr>
<tr>
<td>Ec. freedom index</td>
<td>0.1371</td>
<td>0.1236</td>
<td>0.1642</td>
<td>0.0527</td>
<td>0.1324</td>
<td>0.2164</td>
<td>0.4781</td>
<td>0.3162</td>
</tr>
<tr>
<td>Financial Freedom</td>
<td>0.0702</td>
<td>0.1315</td>
<td>0.0214</td>
<td>-0.0133</td>
<td>0.0773</td>
<td>0.1209</td>
<td>0.2931</td>
<td>0.1890</td>
</tr>
<tr>
<td>Fiscal freedom</td>
<td>0.0512</td>
<td>0.0338</td>
<td>0.0744</td>
<td>0.0372</td>
<td>0.0372</td>
<td>0.0521</td>
<td>0.0584</td>
<td>0.0909</td>
</tr>
<tr>
<td>Investment freedom</td>
<td>0.0355</td>
<td>0.1071</td>
<td>0.0953</td>
<td>0.0454</td>
<td>0.1120</td>
<td>0.1033</td>
<td>0.3271</td>
<td>0.1831</td>
</tr>
<tr>
<td>Freedom to trade</td>
<td>0.1035</td>
<td>0.0972</td>
<td>0.0536</td>
<td>0.0663</td>
<td>0.0805</td>
<td>0.1337</td>
<td>0.3206</td>
<td>0.2156</td>
</tr>
<tr>
<td>Observations</td>
<td>122,836</td>
<td>122,836</td>
<td>122,836</td>
<td>1,579,751</td>
<td>1,579,751</td>
<td>1,579,751</td>
<td>1,579,751</td>
<td>1,579,751</td>
</tr>
</tbody>
</table>

**Economic freedom**

Notes: The dependent variable is log offshoring in all estimations except for the ZINB where offshoring is in levels. Estimations with one institutional variable included per regressions. Robust standard errors within parenthesis (.), clustered by country, ‘*’ ‘**’ ‘***’ indicate significance at the 10, 5 and 1 percent levels, respectively. Control variables, included but not shown are Distance, GDP, Population, Tariffs, Firm MNE-dummy, Firm size, Firm TFP. All estimations include industry (2-digit) and year fixed effects. 22 region, country and firm fixed effects indicate use of different regional/firm fixed effects. Additional inflate variables predicting zeros are Share of skilled labor and Firm export ratio. Vuong tests of zero inflated negative binomial (ZINB) versus negative binomial show support for the ZINB model. Likelihood-ratio tests comparing the ZINB model with the zero-inflated Poisson mode strongly favor the ZINB model. Variables defined as time invariant/slowly changing in FEVD-models include: Distance, industry dummies, institutional variables, GDP, population and tariffs.